
A
U

TH
O

R
 C

O
P

Y

Journal of Intelligent & Fuzzy Systems 35 (2018) 353–365
DOI:10.3233/JIFS-169594
IOS Press

353

Sentence features relevance for extractive
text summarization using genetic algorithms
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Abstract. Preprocessing, term selection, term weighting, sentence weighting, and sentence selection are the main issues in
generating extractive summaries of text sentences. Although many outstanding related works only are focused in the last
step, they show sophisticated features in each one. In order to determine the relevance of the sentences (sentence selection
step) many sentence features have been proposed in this task (in fact, these features are related to all the steps). Recently,
some good related works have coincided in the same features but they present different ways for weighting these features.
In this paper, a method to optimize the combination of previous relevant features in each step based on a genetic algorithm
is presented. The proposed method not only outperforms previous related works in two standard document collections, but
also shows the relevance of these features to this problem.
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1. Introduction

In the last decade, a tremendous growth of digi-
tal information finds new forms of representations as
computer text files, multimedia or web pages. The
current information size availablein the Web means
that users do not have the time to process the entire set
of information stored there, whereby a lot of relevant
and interesting information is wasted [15]. There-
fore, novel tools, methods and models that allow us to
automatically generate summaries are needed [14].

A summary is a set of phrases or sentences that
best covers the relevant concepts of a documents [16].
Specifically, it is a reductive transformation of the
content of a input document by the selection or gen-
eralization of the most important information in the
document [51].

Automatic text summarization is a technique,
where a computer is responsible for summarizing a
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text from the internal representation of an input doc-
ument [32]. There are several classifications methods
for automatic text summarization, but, according to
the output summary, the main approaches are divided
into: abstractive and extractive [19]. Abstractive sum-
maries could create new phrases (not contained in the
original text) that best describe the content of the orig-
inal text [21]. Extractive text summaries only select
the most important words, phrases or paragraphs from
the source document to conform the output [21, 43].
Despite the lack of coherence between sentences in an
extractive summary, it has been extensively investi-
gated because it is more objective without presenting
points of view.

Preprocessing, term selection, term weighting,
sentence weighting, and sentence selection are the
main issues in generating extractive summaries of text
sentences. Although many outstanding related works
only are focused in the last step, they show sophisti-
cated features in each one. In order to determine the
relevance of the sentences (sentence selection step)
many sentence features have been proposed in this
task (in fact, these features are related to all the steps).

There are methods that use effective features for
extractive text summarization such as Similarity
to title, Sentence position, Sentence length, Term
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weight, Sentences cohesion, Coverage, Proper Noun,
and others; whether each feature has it unique con-
tribution, although, most of these features have been
individually investigated [59]. Other studies [13, 34,
61] report the use of several features to extractive text
summarization through combining features.

According to [12], extractive text summarization
task can be either supervised or unsupervised. A
supervised method uses features externally provided
by a supervisor for a machine learning could learn
how to extract sentences. In some cases, the external
features are a large training set of human-generated
summaries from the original documents. In other
cases, the terms or the sentences are weighting using
external features as taxonomies, key words, the-
saurus, etc. [59]. Otherwise, unsupervised methods
generate the summaries using only the original docu-
ment. Unsupervised method does not require training
data or a specific thesaurus, and can generate good
summaries with new document without a prior adjust-
ments [44].

On one hand, supervised extractive text summa-
rization methods use machine learning algorithm like
Support Vector Machine [39], Naı̈ve Bayes classifi-
cation, Neural Networks, and Decision Trees [11].
On the other hand, unsupervised methods use search
and optimization algorithms to find patterns in the
structure of the text like Clustering, Hidden Markov
Model [60], and Genetic Algorithms [34].

In general, some years ago, supervised methods
performed better results for extractive text summa-
rization. However, nowadays, unsupervised methods
have been reporting relevant results [59]. Supervised
methods are dependent from the domain, author writ-
ing style, region and time of the document. Hence,
they need a new external thesaurus and retraining
time [44].

Recently, some researches [13, 34, 42] view extrac-
tive text summarization task as a combinatorial
optimization problem where one or more objective
functions are formulated for optimization. In this
case, the objective functions are the features extracted
of the documents, and each feature is weighted [42].
In particular, the genetic algorithm has been used to
select the best sentences (summary) from a document
that maximize the objective function. Also, in these
works, the importance of the features is not relevant.

In this paper, a genetic algorithm to generate
extractive summaries using objective functions based
on new unsupervised features is presented. Addition-
ally, it is possible to determine the relevance of the
featureswith our method.

The rest of the paper is organized as follows: Sec-
tion 2 introduces theoretical fundaments and work
related of the automatic extractive text summariza-
tions. Section 3 describes the proposed method based
on genetic algorithms. In Section 4 the experimenta-
tion and analysis of results are presented; and finally,
Section 5 presents conclusions and future works.

2. Background and related work

First, in this section, the main steps for automatic
generation of extractive summaries are presented. In
the second section, a brief description of the most
important text features is presented.

2.1. Extractive text summarization steps

According to [27, 28], a typical extractive text sum-
marization method consists in 5 steps: preprocessing,
term selection, term weighting, sentence weighting
and sentence selection.

Preprocessing step depends on the process in next
steps because prepares a text into a structure repre-
sentation. Sometimes the document needs standard
transformation to obtain only the text without labels
of format. In general, words or punctuation signs
that do not contribute to any steps are eliminated. In
particular, the so-called stop-words without meaning
are eliminated, it means, prepositions, conjunctions,
adverbs, etc. In order to find frequent or relevant con-
cepts, the words are reduced to an approximate root
using stemming algorithms. Generally, Porter stem-
mer [41] is used for this purpose.

A good extractive summary often rely in the inclu-
sion of two important aspects: relevance (include
sentences of the original text that are important) and
non-redundancy (the sentences selected cannot be
duplicated content) [17, 44]. Thus, all steps must
consider these two important aspects.

Term selection step, here, one should decide what
type and size of units of text are considered as basic
terms. For instance, they can be words, n-grams or
phrases.

Term weighting is an important step in extractive
summaries, because it is used to adjust the importance
of each term selected, that is, assigns a numeric value
(weight) to each term.

Sentence weighting is the process of assigning a
numerical value of usefulness to each sentence. Nor-
mally, the weights of the terms are used to estimate
the usefulness of a sentence, but exists features like
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sentence position that determines the relevance of the
sentences without using the terms.

Sentence selection is the step in which the final
decision is reach out which sentences are selected
as summary. In this step, both the most weighted
sentences and those that produce non-redundant sum-
maries must be selected.

Since the summary is generated from the sentence
selection step, most of the related works only pro-
pose so-called sentence features. Nevertheless, these
sentence features are based on the above mentioned
sub-steps.

Even though, exists supervised dependent-
linguistic features like Proper Noun [23, 33, 45],
Cue-Phrase [8, 17, 33], Pronouns [17, 45], Thematic
Words [1, 17, 26, 33, 47], Anaphor [56], Discourse
Markers [10, 17, 45]; the unsupervised features have
been presented in outstanding related works.

2.2. Unsupervised sentence features

Statistical and surface-level sentence features have
been showed competitive results in extractive text
summarization [11, 14, 34, 37]. Some of these fea-
tures are:

– similarity to title [9, 17],
– sentence position [6, 9, 13, 20, 40],
– sentence length [1, 11, 17, 34, 38],
– sentences cohesion [17, 34],
– term length [2],
– term frequency [10, 24, 32],
– term weight [2, 17, 32, 38],
– numbers in sentence [1, 11],
– coverage [13, 34], etc.

A linear combination of 31 sentence features for
extractive text summarization is presented in [31],
but the results in English does not outperform the
baseline. However, according to [13] using only sen-
tence position and coverage features is enough to get
good results. Other competitive work is present by
[34] where similarity with the title, sentence position,
sentence length, cohesion and coverage are used as
sentence features. Since, the works of [13] and [34]
present new ways of weighting the sentences and the
terms, in the remainder of this section, such sentence
features are described below.

Similarity with the title obtains a weighting of the
sentence according to the similarity with the doc-
ument title because contains it relevant words that
can be taken as unsupervised keywords. Some simi-
larity measures have been proposed, for mentioning

some: Cosine, Euclidean, Dice, Jaccard, recently Soft
Cosine [48], and other measures. However, normally
these measures depend on term selecting and weight-
ing steps. Specifically, [34] uses the classical cosine
similarity as term weighting and 1-grams (words) as
term selection, described in the Equation (1):

RTs =
∑

∀si∈Summary

simcos(Si, t)

0
(1)

RTFs = RTs

max RT

∀Summary

= δ (2)

where simcos(SI ,t) is the cosine similarity of sentence
Si with the title t, O is the number of sentences in
the summary, RTs is the average of the similarity
of the similarity in the summary S with the title,
max∀SummaryRT is the average of the maximum val-
ues obtain from the similarities of all sentences in
the document with the title (that is the average top
greater O similarities of all sentences with the title),
and RTFs is the similarity factor of the sentences of
the summary S with the title, and is calculated by
Equation (2).

Sentence position gives more relevance to the first
positions inside the document because the relevant
information tends to appear in specific sections on it
[30]. In fact, extractive text summarization baseline is
an heuristic where the first sentences (baseline: first)
of a document can be considered as a good summary
[36]. Baseline: first is good sentence feature as it is
difficult to outperform other methods.

Sentence position is the most studied feature in
extractive text summarization [6, 9, 13, 20, 40], where
different ways for weighting have been proposed,
for example, the inverse order of the sentences [6],√

1/number of sentences, etc. The problem of use
the inverse order as sentence weighting is that, for
example, with a 30-sentence text, the first sentence
will be 30 times more important that the last one. It
makes almost impossible that the last sentence could
appear in the summary.

In [13] is proposed to make this difference softer
using the linear equation with slope t, if t is −1 then it
can be measured the sentence position as in [49, 53],
and if t is 0, it will give the same relevance to each
sentence. For a text with n sentences, if the sentence
i is selected for the summary then its relevance is
defined as: t (i − x) + x, where x = 1 + (n − 1) /2
and t is the slope for tuning. In order to normalize
the sentence position measure (δ), showed in Equa-
tion (3), it is calculated the relevance of the first k
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sentences, where k is the number of selected sen-
tences. Note that sentence position feature does not
need term selection or term weighting steps.

β =
∑n

|Ci|=1 t (i − x) + x
∑k

j=1 t (j − x) + x
, x = 1 + (n − 1)

2
(3)

Sentence length gives more relevance to large sen-
tences, under the idea that short sentences contain
less information. The relevance sentence weighting
with the sigmoid function [18] is calculated in [34],
which is normalized with the longest sentence in the
document, described in Equation (4):

γ =
∑

∀si∈Summary

1 − e
−l(si)−μ(l)

std(l)

1 + e
−l(si)−μ(l)

std(l)

(4)

where l (si) is the length of sentence Si (measured in
words), μ (l) is the average length of the sentence of
the summary, and std (l) is the standard deviation of
the lengths of the sentences of the summary.

Term length has been used for weighting a term
according to its length in chars under the idea the
longer the term, the more meaning it has. In this sense,
the stop-words that are considered empty words nor-
mally are the shorter terms. Term length weighting is
defined as the number of characters of the term:

TL (t) = LChar (t) (5)

Coverage is a feature for sentence selection and
sentence weighting steps. This feature measures the
coverage similarity between the resultant summary
and the source document. A new way to weighting
this feature is presented in [34, 58], but they address
that it was not relevant according to their results. In
change, a novel way for weighting the coverage that
was useful in their results is presented in [13]. In
this case, the selected sentences for making up the
summary must contribute to bring relevant and non-
redundant information. For this, the summary must
contain all its different words and the most frequent
words of the original document.

Coverage feature selects sentences based on the f-
measure which is an information retrieval evaluation.
The f-measure is considered a harmonic balance of
recall and precision measures. Usually in informa-
tion retrieval, precision is defined as the number of
correctly recovered units divided by the number of
recovered units; and recall is defined as the number
of correctly recovered units divided by the number
of correctly units. In this way, precision measures
the fraction of retrieved units that are relevant, while

recall measures the fraction of relevant instances that
are retrieved. However, for generating a summary (S),
the maximum-words threshold (m) of a summary is
considered. Consequently, the number of recovery
units always is limited by the maximum-word thresh-
old. Therefore, the final summary must have, for one
side, the most relevant words of the original text (T )
and, for the other side, it must not be redundant.

The relevance of a word w is represented by
the term frequency of the word in the original text
(frequency (w, T )). An expressive word is repre-
sented if only are considered the different wordsthat
the summarycan have ({word ∈ S}). In this sense, the
best summary shouldcontain the most frequent words
with respect to the original text and each word must
be different. In order to have a normalized measure
the sum of the frequencies of the different words in
the summary is divided by the sum of the frequencies
of the most frequent words with respect to the original
text. Equation (6) describes the coverage feature (α):

α =
∑m

p={word ∈S} frequency (p, T )
∑m

q={word ∈T } frequency (q, T )
(6)

Sentences cohesion is a feature that determines the
degree of relatedness of all sentences that make up the
summary. The idea of this feature is that the sentences
of the summary should be relatedness, describing the
same topic [34]. However, it is not considered in our
work, because according to [34] it is not relevant in
this problem.

In this paper, we are interested in combining the
above unsupervised mentioned features because they
present new relevant ways in all weighting extrac-
tive text summarization steps (PP = Preprocessing,
TS = Term Selection, TW = Term Weighting, SW =
Sentence Weighting, SS = Sentence Selection), see
Table 1.

Although the above features are mentioned as “sen-
tence selection” features in the related work, it is
possible to observe in which steps actually affect in
Table 1. In fact, only the coverage feature [13] works
in the sentence selection step. For this reason, it is

Table 1
Relation of extractives text summarizations steps [27, 28] and

new unsupervised features presented in [13, 34]

Features\Steps PP TS TW SW SS

Similarity with the title � � � �
Sentence position �
Sentence length � � � �
Term length � � �
Coverage � � � �
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needed other method for combining these features in
order to determine the best selection set of sentences
that produce a better summary.

2.3. Combining unsupervised features

In the last decade, several approaches for auto-
matic text summarization based on extractive ideas
have been proposed. Some of this approaches use
machine learning techniques [10, 60] and optimiza-
tion techniques [5, 11]. Between the optimization
approaches the evolutionary approaches have raised
for producing good extractive text summarization
results. Some evolutionary approaches [49, 53] uses
a genetic algorithm for the text summarization task
based on attribute sentence selection in a supervised
classification scheme [53]. These approaches need to
account with a previously set of golden summaries
for training.

Other methods have used different evolutionary
approaches like memetic algorithms [34] and genetic
algorithms [13, 31] for linearly combining the sen-
tence selection features. In specific, for n sentence
selection features the fitness function is defined as:

fitness =
n∑

i=0

wimi, where
n∑

i=0

wi = 1 (7)

wi represents the associated weight to the sentence
feature mi.

In [31], an approach for extractive text summa-
rization based on the linear optimization of several
sentence features is presented. A genetic algorithm is
used to find the optimal weighted linear combination
of 31 statistical sentence features. The method, called
MUSE, is evaluated on two languages: English and
Hebrew. However, the obtained results do not over-
come the baseline: first heuristic. In addition, since
the weights are not normalized, there is not possible
to know which features are stronger. In [53], the same
problem is presented when a similar Equation (7) is
applied because there is not restricted the weights
values for 8 sentences features.

In [13, 34], an evolutionary algorithm is used to
optimize a fitness function similar to the described in
Equation (7). In particular, in [13] a genetic algorithm
is used for a single extractive text summarization
approach, where all parameters used for the genetic
algorithm are automatically calculated considering
the structure of the original text. In this case, the rele-
vance of the used sentence features (sentence position
and coverage) are equal, it is the contribution to

improve results of each feature is 50%. Their results
showed that the genetic algorithm proposed is com-
petitive in the state of the art.

In [34], an extractive text summarization method
for single documents based on memetic approach
guided by local searchis proposed. In this work, the
sentence position, similarity with the title, sentences
length, cohesion and coverage features are linear
combined with Equation (7). Thus, according to [34]
the most important feature is sentence position, sim-
ilarity with the title and sentence length.

In this paper, a method to combine a new extrac-
tive text summarization sentence features based on
genetic algorithm is presented. The main objective
of this work is to determine the relevance of the
sentence features and how these features helps to
composed good summaries to be relevant and not
contains redundant information.

3. Proposed genetic algorithm

In this section, the basic steps for the proposed
genetic algorithm to automatic text summarization
are presented.

3.1. Genetic algorithm steps

Genetic Algorithm (GA) is the most traditional
evolutionary technique that has proved to be an alter-
native solution for an optimization problem. This
algorithms are based on the principle of evolution
and heredity of characteristic, in which, each genera-
tion the stronger individuals (chromosomes) survive
and its characteristics are inherited of its descendants,
thus, new generations could be formed by stronger
individuals in contrast to their ancestors [55]. The first
basic step of a genetic algorithm is the initial popu-
lation step, in which the genetic algorithm generates
a population of random solutions at the problem. The
initial population of chromosomes is then evaluated
according to the objective function to be optimized,
called fitness function step. All chromosomes in the
population have different fitness values, some better
than other, thus considering likely the best solutions
a parent selection step is applied. Once two parents
have been selected, the crossover step is applied. The
algorithm proposes a new population mixing some
parts from the canonical codification (chromosome
encoding) of these parents. Eventually, the way of
mixing some parts from the canonical codification
could produce repeated solutions. The mutation step
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applies randomly small variations to the canonical
codification in some individuals of the new popu-
lation, to explore new solutions. Then, at the new
population, the fitness function step is applied, and
the process of genetic algorithm is repeated until a
satisfactory solution is reached or until some arbitrary
stop-criteria is reached (stop condition).

3.2. Genetic algorithm to combine text
summarization features

Below, it is explained how the proposed genetic
algorithm performs optimization based on text fea-
tures to generate the text summaries.

Before of applied the genetic algorithm proposed
to generate extractive summaries, the source text doc-
ument must be adapted to it.

Preprocessing. Before the original text could be used
for the genetic algorithm, it is needed to adapt the
entry of the original text to the format of it. In this
step, all stop words are removed and Porter Stem-
mer algorithm is applied. Also, all non-alphanumeric
symbols are removed.

Chromosome Encoding. One way to encoding the
sentences extracted to genetic algorithm is consider a
vector of n elements, according to number of sen-
tences. One of the most used encoding values for
chromosome is a binary representation. Thus, to rep-
resent the genes of a chromosome (C) with a vector
of length n of binary values (Cn), where the Ci

gene corresponds with the i-th sentence in the text.
Each gene in the chromosome can be a binary value,
1 if the i-th sentence is included in the summary,
0 otherwise.

Initial Population. After the chromosome encoding
is configured, it is possible to create the first genera-
tion considering some parameters. Each gene can take
a binary random value (Ci=1...n = Random[0, 1]).
However, if a sentence is selected to appear in the
summary (Ci = 1), then the number of words of the
i-the sentence is summed to the number of words in
the summary. To guarantee that each sentence could
be selected for the summary, there are created n num-
ber of chromosomes in the initial populationand in
each one a different gene is arbitrary set to 1.

Fitness function. One of the key steps of a genetic
algorithm is the fitness function. In this case, the
fitness function is based on Equation (7) because
it allows to determine, in a linear combination, the

relevance of each measure. In this case, the sentence
position, the sentence length, similarity with title and
coverage feature ideas showed in [34] are used.

One of the problem with the sentence length feature
base on the number of words is that several sentences
have the same measure. One way to increment the
granularity (ability to distinguish two similar objects)
of the sentence length is to use the term length weight-
ing [2], described in Equation (5), that it is based on
the number of characters. Therefore, the new sentence
length feature is described in Equation (8):

γ =
∑

∀si∈Summary

1 − e
−TL(si)−μ(l)

std(l)

1 + e
−TL(si)−μ(l)

std(l)

(8)

whereTL (si) is the length of sentenceSi (measured in
characters), μ (l) is the average length of the sentence
of the summary, and std (l) is the standard deviation
of the lengths of the sentences of the summary.

Others considered features are the similarity with
the tile (RTF ) described in Equations (1 and 2); sen-
tence position described in Equation (3), sentence
length (8) and coverage Equation (6). Therefore, the
fitness function for this problem is based on Equa-
tion (7). Thus, the fitness function used in this work
will be maximized and satisfy the Equation (9).

fitness = w1α + w2β + w3γ + w4δ (9)

The fitness function showed in Equation (9) can
be seen as a multi-objective function, where w1, w2,

w3, w4 are coefficients to each objective function.
A classical approach to solve a multi-objective

optimization problem is to assign a weight wi to
each normalized objective function (α, β, γ, δ) to
converted the multi-objective problem to a single
objective problem with a scalar objective function
[25]. All weights wi used are summed up to one, that
in Equation (10).

N∑

i=1

wi = 1 (10)

This approach is a multi-objective function based
on weighting sum. Since the user is expected to pro-
vide the weights to each single objective [52] is called
priori approach.

Parent selection. Selection operator is based on the
fitness of the individuals. The evolution principle
establishes that normally if two good solutions are
crossing it could produce better solutions; never-
theless, in some cases the solution could be worse.
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In this step, the roulette selection is used because
gives more probability of being selected to the par-
ent that have a greater fitness value. In this way,
the worst chromosome has the possibility of being
selected, although it is slight probable. Generally,
only two chromosomes are selected to undergo parent
selection.

Crossover. Classical crossover operators as n-point
crossover does not work properly because the new
child chromosome could represent a summary with
more or less words than the user specified. Therefore,
the new chromosome is created choosing randomly
the genes from both parents, but considers only those
with value 1. In this way, if the Ci gene has a value of
1 in both parents, it has more probability of being
selected for the child chromosome. For automatic
text summarization task, in each time a gene in the
child chromosome is selected the minimum number
of words for the summary is reviewed.

Mutation. Typically, mutation operator selects a ran-
dom gene of the individual chromosome and replaces
the corresponding gene by other information. In
binary codification, the classical inverse mutation
operator inverts the binary value of a randomly
selected gene. In this step, the invert operator is
applied twice to the child chromosome, but the first
time only the genes with value 1 are considering
for invert the value. If the number of words covers
the minimum specified by the user, the mutation fin-
ishes. Otherwise, in the second time, only the genes
with value 0 are considering for invert the value. If
the number of words in the summary does not cover
the minimum number of words specified by the user,
another gene with value 0 is inverted. This process
continues until the number of words specified by the
user is satisfied.

Stop condition. The GA runs until it reaches the
maximum number of generations for each docu-
ment, which depends on its number of sentences
(NS) and the number base (NG), described in
Equation (11).

max generations = √
4 × NG × NS (11)

In this way, all parameters needed by the GA are
calculated automatically considering the structure of
the original text. Also, it is important to mention that
the sentences of the final summary are extracted from
the source document according to the encoding of the
best chromosome.

4. Experimentation

In the first section, the dataset and the evaluation
methods used for the experiments are presented. In
the second section, the experimentation for tuning
some parameters of GA and the fitness function are
presented. Finally, the results of our proposal are
compared to other related works.

Datasets. It is a standard practice to run an algorithm
over a standard corpus used in text summariza-
tion task that contains the source documents with
their summaries created by humans [22, 46]. The
most commonly corpus used to evaluate text sum-
marization algorithms are the ones published by
the Document Understanding Collection (DUC) and
Text Analytics Conferences (TAC) [7]. While TAC1

reports 31 publications related to the use of its specific
corpus for text summarization task, DUC2 reports
217 publications. Therefore, the DUC collections
continue to be the state-of-the-art reference for the
text summarization task.

The most used collections, DUC01 and DUC02,
are used for the experimentation. DUC01 contains
309 news articles in English, where each one has
the golden summaries created by two different peo-
ple. DUC02 contains 567 news articles in English of
different lengths and different topics. Also, the two
gold standard summaries were created by two human
experts. In both collections, the associated summaries
have a length of about 100 words. It is worth men-
tioning, that the DUC collections are already divided
by sentences with the aim of only deciding which
selection of sentences produces the best summary.

Evaluation procedure. The ROUGE evaluation
toolkit [29] is used to evaluate our results because
it has a highly correlation with human judgments.
It compares the summaries generated by a system to
the human-generated (gold-standard) summaries. For
comparison, it uses n-gram statistics. Our evaluation
is done using n-gram (1, 1) setting of ROUGE, which
was found to have the highest correlation with human
judgments, namely, at a confidence level of 95%.
ROUGE evaluates the f-measure that is a balance (not
an average) of recall and precision results. The results
are presented for ROUGE-1 and ROUGE-2 metrics
to 100 words.

Tuning AG parameters. As mentioned before, the
stop condition depends on the number of generations

1https://tac.nist.gov/publications/referring pubs.html
2http://www-nlpir.nist.gov/projects/duc/referring pubs.html

https://tac.nist.gov/publications/referring_pubs.html
http://www-nlpir.nist.gov/projects/duc/referring_pubs.html
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Table 2
F-measure results of our proposed approach for the DUC01 collection varying the slope

Evaluation t
–0.625 –0.70 –0.80 –0.85 –0.90 –0.95

ROUGE-1 0.44661 0.45032 0.44936 0.44822 0.44803 0.44924
ROUGE-2 0.19221 0.19644 0.19584 0.19456 0.19437 0.19502

Equation (11) which uses the NG parameter set to 30
in all the documents in both collections.

Tuning fitness function parameters. Regarding the
fitness function, showed in Equation (9), four weights
(w1, w2, w3, w4) are necessary for this propose: w1
represents the weight associated to coverage feature
(α); w2 represents the weight associated to the sen-
tence position feature (β); w3 represents the weight
associated tothe sentence length feature (γ); and w4
represents the weight associated to similarity with
title feature (δ). For each experiment, different val-
ues of importance to each feature were tested, and
each set of values was manually entered as parame-
ter to the algorithm. Another important parameter for
tuning, is the slope t for the sentence position.

According to [13] the best slope for the sentence
position feature is t = −0.625 only with the DUC02
collection. Using this value for the experimentation,
we found that the next weights obtain good results in
bothcollections:α = 0.59, β = 0.36, γ = 0.02, δ =
0.03. However, the slope t = −0.625 was tuning only
for the DUC02 collection. Thus, in order to find a bet-
ter slope for both collections, the slope is varied with
–0.70, –0.80, –0.85, –0.90 and –0.95 values.

Table 2 shows the obtained results ROUGE-1 and
ROUGE-2 for the DUC01 collection. The behavior
of the values generated by evaluating the results with
ROUGE-1 and ROUGE-2 is shown in Figs. 1 and 2
respectively.

Table 3 shows the obtained results ROUGE-1 and
ROUGE-2 for the DUC02 collection. The behavior
of the values generated by evaluating the results with
ROUGE-1 and ROUGE-2 is shown in Figs. 3 and 4
respectively.

In Tables 2 and 3, it is possible to see that the
best slope is t = −0.70, where for DUC01 obtains
the f-measure of 0.45058 and for DUC02 obtains
the f-measure of 0.48423 for ROUGE-1 evalua-
tion, whereas for ROUGE-2 results are 0.19644 for
DUC01 and 0.22471 for DUC02 collection.

4.1. Comparison to related works

The best results obtained from our proposed
method are compared to other approaches that have

Fig. 1. ROUGE-1 results of our proposed approach for the DUC01
collection varying the slope.

Fig. 2. ROUGE-2 results of our proposed approach for the DUC01
collection varying the slope.

used DUC01 and DUC02 collections, and ROUGE-
1 and ROUGE-2 evaluations. Such approaches are
briefly described in the next:

– UnifiedRank [57] is a method that proposes a
novel unified approach to simultaneous single-
document and multi-document summarization,
which uses a graph-based representation.

– DE [3] is a summarization approach based on
clustering sentences. Use a discrete Differential
Evolution algorithm to optimize the objec-
tive function, selecting representative sentences
of each cluster. Indicates that summarization
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Table 3
F-measure results of our proposed approach for the DUC02 collection varying the slope

Evaluation t
–0.625 –0.70 –0.80 –0.85 –0.90 –0.95

ROUGE-1 0.47946 0.48423 0.48032 0.48126 0.48274 0.48206
ROUGE-2 0.22016 0.22471 0.22115 0.22118 0.22399 0.22198

Fig. 3. ROUGE-1 results of our proposed approach for the DUC02
collection varying the slope.

Fig. 4. ROUGE-2 results of our proposed approach for the DUC02
collection varying the slope.

results not only depend on optimized function,
also depends on a similarity measure.

– FEOM [50] proposes a Fuzzy Evolutionary
Optimization Model. In this approach, sentences
are categorized in terms of its content, and after
the most important sentence are selected for each
cluster.

– NetSum [54] is an approach that use the RankNet
learning algorithm to train a pair-based sentence
ranker and score every sentence in the document
and so identify the most important sentences.

– CRF [47] proposes a framework that take output
of previous methods as features and seamlessly
integrate them. Treat the summarization task as
a sequence of labeling problem. The framework
is based on Conditional Random Fields.

– GA [13] proposes a Genetic Algorithm to extrac-
tive summarization, where the parameters of the
genetic algorithm are calculated automatically
from sentence number of each text in a col-
lection. Also, it proposes 2 sentence features:
sentence position (slope based linear equation)
and term frequency (f-measure based). Results
showed are better than other state-of-the-art
works.

– MA-SingleDocSum [34] proposes a memetic
algorithm for extractive summarization based
on genetic operators and guide local search.
However, the MA-SingleDocSum method is
excluded of the comparisons since it resolves
a different problem to the defined in the orig-
inal task by NIST (the problem of this paper).
The difference resides that in the original
DUC01 and DUC02 collections the documents
are already divided in sentences and the prob-
lem is to find the subset of sentences that are
more like the golden summaries. In contrast to
MA-SingleDocSum method they applied in the
preprocessing step a statistics tool for divided the
text in sentences, which produce that an original
sentence could have more than one sentence or,
by the contrary, that two or more original sen-
tences are grouped into one. Therefore, it is not
a fair comparison.

Other method optimization-based is called ESDS-
GHS-GLO, and it is presented in [35], but this method
also is excluded in the comparisons because presents
the same problem that in [34].

The comparison to ROUGE-1 and ROUGE-2 eval-
uation of our proposed approach with respect to the
related methods for DUC01 is presented in Table 4.

In the same way, the comparison to ROUGE-1 and
ROUGE-2 evaluation of our proposed approach with
respect to the related methods for DUC02 is presented
in Table 5.
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Table 4
F-measure score ROUGE-1 and ROUGE-2 of
the related works with the DUC01 collection

Method ROUGE-1 ROUGE-2

Proposed 0.45058 (6) 0.19619 (1)
DE 0.47856 (1) 0.18528 (3)
FEOM 0.47728 (2) 0.18549 (2)
NetSum 0.46427 (3) 0.17697 (4)
CRF 0.45512 (4) 0.17327 (6)
UnifiedRank 0.45377 (5) 0.17649 (5)

Table 5
F-measure score ROUGE-1 and ROUGE-2 of
the related works with the DUC02 collection

Method ROUGE-1 ROUGE-2

Proposed 0.48423 (2) 0.22471 (1)
UnifiedRank 0.48478 (1) 0.21462 (2)
DE 0.46694 (3) 0.12368 (4)
FEOM 0.46575 (4) 0.12490 (3)
NetSum 0.44963 (5) 0.11167 (5)
CRF 0.44006 (6) 0.10924 (6)

Our proposed genetic algorithm obtains compet-
itive results in comparison to related works. The
proposal method obtains the first ranking for both
collections with ROUGE-2 evaluation. In the case
of ROUGE-1, our algorithm is ranked in sixth and
second position for DUC01 and DUC02 collections,
respectively.

4.2. Analysis of results

In order to have a final ranking between the results
of the related works with our proposal, in Table 5
is calculated the global ranking proposed by [4],
which is estimated from the partial ranking obtained
from both collections and from both evaluations of
all systems. The rank list is calculated according to
Equation (12), which is defined as follows

rank (method) =
m∑

s=1

(m − s + 1) rs

m
(12)

Table 6
Global ranking estimated by the partial rakings obtained in each

evaluation of ROUGE-1 and ROUGE-2 in the DUC01 and
DUC02 collections

Method/ Partial ranking bye valuations Global
Rankings 1 2 3 4 5 6 ranking

Proposed 2 1 0 0 0 1 3.0
DE 1 0 2 1 0 0 2.8
FEOM 0 2 1 1 0 0 2.8
UnifiedRank 1 1 0 0 2 0 2.5
NetSum 0 0 1 1 2 0 1.8
CRF 0 0 0 1 0 3 1.0

Fig. 5. Ranking of the sentence features calculated in this work.

where rs denotes the number of times that the method
appears in the s rank, and m indicates the number
of methods included in the ranking. In Table 6 it is
possible to observe that our proposal obtains the best
global ranking value from previous related works.

Furthermore, with our work is possible to obtain a
ranking of the previously proposed sentence features,
where the coverage is the strongest feature with 59%
of the relevance, the sentence position is the second
relevance feature with 36% and the similarity with
the title is the third feature with 2% and, finally, the
sentence length with 3%. Figure 5 shows a represen-
tative graph of the ranking obtained by the sentence
features used and reported in this work.

5. Conclusions

This paper proposes an approach based on a genetic
algorithm to optimize an ensemble of novel sentence
features for extractive text summarization. In the first
part of the paper a novel analysis of the sentence
features presents the essential steps that follow any
extractive text summarization approach is described.
With this analysis, it is possible to observe why the
coverage, sentence position, similarity with the title
and sentence length features were good candidates
to compose an ensemble of measures. With the pro-
posed analysis of the sentence features was possible
to propose a new sentence length weighting that uses
the term length feature. Moreover, the ensemble of
the proposed measures into linear combination per-
mits to determine the relevance ranking of the used
sentence features.

According to the experimentation, with only four
measures it is possible to obtain good results for two



A
U

TH
O

R
 C

O
P

Y

E. Vázquez et al. / Sentence features relevance for extractive text summarization using genetic algorithms 363

standard collections in English, DUC01 and DUC02.
Specifically, the coverage and sentence position fea-
tures obtain a very high relevance in comparison
to other features. Coverage feature helps to reduce
redundancy information in a summary, that is, reduce
duplicated content, whereas sentence position fea-
ture selects the most relevant information of a source
text. In general, the results obtained generate a global
ranking that is better than other state-of-the-art works.

The main contribution indicates that relevant infor-
mation and redundancy reduction are the most
important aspects to create a summary. In this sense,
our work is the state-of-the-art framework for using
more sentences features.

Future work is expected to involve the application
of the proposed method to other collections related
to extractive text summarization. Also, it is planned
search other sentence features that have more rele-
vance that sentence length and similarity whit title
features. Finally, it is planned to make a general
genetic algorithm that find the best values for the
sentence features used for the proposed method.
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